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Title |Effective Numerical Approximation of Dynamic Neural Fields and Applications to Working Memory

Objectives:1) Development of effective numerical algorithms for the simulation of neural fields, taking into account random
disturbance and finite transmission speed; 2) Application of the new numerical models to real world problems, with the goal
to endow autnomous robots with cognitive abilities.

Methodology and References (max. 3):

Neural Field Equations were introduced since the 1950s with the purpose of modeling neural activity in a region of brain. In
these models, the electric potential of the neuron membranne is considered as a function of space and time U(x,t). In
particular, the Amari model considers a single population of interacting excitatory and inhibitory neurons and searches for
U(x,t) as the solution of an integro-differential equation [1]. One of the main applications of this model is the simulation of
working memory (WM). The Amari model explains the existence of single or multiple localized activation patterns (so-called
bumps) that are initially triggered by transient external inputs but become self-sustained due to the recurrent interactions in
the neural network. A major shortcoming of classcial neural field models is that the shape of the steady state solutions does
not reflect input characteristics such as intensity or duration. Recently a new dynamical field model was introduced where
two fields of Amari type are coupled into a system of integro-differential equations [2]. It supports the existence of bumps
with input-specific amplitudes. The mathematical analysis also shows that it facilitates the encoding and maintenance of
multi-item memories. The first results obtained by applying this new model to real world problems prove that it presents a
very promising research direction.

However, the development of such applications requires very efficient numerical tools. Actually the numerical approximation
of neural field equations is quite a challenge for computational mathematics, specially in the multi-dimensional case or when
the stochastic version is considered.

The aim of the present research proposal is the creation of new numerical algorithms for dynamic neural fiels and their
application to the solution of real world problems. Some numerical techniques have been introduced by the authors of the
present proposal and applied to the solution of working memory problems in the two-dimensional case [3]. With the present
proposal we intend to develop further these tecnhiques and extend them to the new two-field model. We also intend to
explore the stochastic version of the model and the case of finite transmission speeds (which results in a space-dependent
delay).
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