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	Proposal Number:: 
	Title: Statistical Learning and Modeling of Large Temporal Networks
	box1: Driven by the recent explosion of data from real world temporal complex networks, there has been a recent growing interest in developing new statistical learning methods for these networks. This work will propose a sampling framework and learning methods to characterize local and global characteristics, as well as as community detection. Additionally, this work wants to study novel modeling approaches, aiming to understand the emergence of various properties of real world systems such as the high degree of clustering and heavy tailed degree distribution based on latent time series models.
	box2: Methodology and References (max. 3):

Temporal complex networks are systems that evolve continuously over time, with additions, deletions, and changes in the network’s edges and nodes [1]. Due to their specifics, learning strategies and modeling developed previously for static networks [2] do not apply to temporal networks. We next describe the methodologies of the two parts of the thesis.


Sampling and Learning in Temporal Networks (Part I): Two classes of temporal networks will be considered: a set of vertices  interacting with each other at certain times, where the durations of the interactions are negligible. Typical systems include communication data, e.g. sets of e-mails, phone calls, and text messages; and interval networks, where an edge is active over a set of intervals with each pair denoting the begining/end of a period of activity. Examples include epidemics networks, where a contact can represent two individuals that have been close to each other for some extent of time, and infrastructural systems like the Internet. The goal is to summarizing topological structure metrics, both local and global such as link strength, link persistence, burstiness, and temporal motifs to the unsupervised extraction of complex relational patterns such as community detection.  A possible estimation strategy can be based on appropriate adjustments of the “plug-in” estimators (simply functionals of the sampled network based on random node/edge and random walks sampling methods) to correct the bias. Deriving such corrections for network totals is often relatively straightforward in static networks, but such approach is much more challenging for temporal networks. Furthermore, the correction depends on the: network topology, characteristic of interest, sampling design, along with their interactions. This calls for the development of correction besides the standard weighted averaging techniques. 

Modeling Temporal Networks (Part II): Working with these models presents enormous challenges: temporal dynamics need to account for interactions of a potentially large number of nodes/edges over time; models need to be rather complex and, hence, are usually not amenable to simple analysis; the system’s scale (e.g. the number of nodes) can be extremely large. To address some of these challenges, we plan to develop temporal network models driven by low-dimensional latent Gaussian time series [3], allowing taking advantage of powerful machinery for working with such series even in high dimensions. We also plan to address models for directed temporal networks and to investigate the validity of sampling schemes on canonical models of temporal networks. The expected results include new approaches to modeling temporal networks and continued study available models, which is currently as its infancy at best.


Large real-world networks from publicly available data, such as SNAP (https:https://snap.stanford.edu/data), will be used to guide our modeling and the evaluation of proposed methods. Software statistical tools, to be made publicly available, will be developed for the learning methods and models proposed.
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